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Abstract—  Recommendation techniques are very important in 
the fields of E-commerce and other Web-based services. 
Nowadays the internet has become an indispensable part of our 
lives, and it provides a platform for enterprises to deliver 
information about products and services to the customers but 
the main difficulties is dynamically providing high-quality 
recommendation on sparse data. This systems recommend an 
item to a user based upon a description of the item and a profile 
of the user’s interests. Here Personalized recommendation is 
proposed on the basis of item based algorithm, in which 
information contained in both ratings and feedback of the user 
is considered, a set of dynamic features are designed to describe 
user preferences in multiple phases by finding similar user by 
Pearson similarity technique and adaptive waiting algorithm is 
used for calculating total rating and finally a recommendation is 
made by using Item based algorithm by using cosine similarity 
technique for finding out similarity between the various items 
having the same taste  and then uses them to identify the set of 
items to be recommended. This system give recommendation 
with group of similar items.  

Keywords- dynamic recommendation, dynamic features, 
multiple phases of interest 

1. INTRODUCTION

   Recommendation techniques are very important in the fields 
of E-commerce and other Web-based services. One of the 
main difficulties is dynamically providing high-quality 
recommendation on sparse data Now a days the internet has 
become an indispensable part of our lives, and it provides a 
platform for enterprises to deliver information about products 
and services to the customers conveniently. As the amount of 
this kind of information is increasing rapidly, one great 
challenge is ensuring that proper content can be delivered 
quickly to the appropriate customers [9]. 
   Personalized recommendation is a desirable way to improve 
customer satisfaction and retention. There are mainly three 
approaches to recommendation engines based on different 
data analysis methods, i.e. rule-based, content-based and 
collaborative filtering  [3], [4]. Among them, collaborative 
filtering (CF) requires only data about past user behaviour 
like ratings, and its two main approaches are the 

neighbourhood methods and latent factor models. The 
neighbourhood methods can be user-oriented or item-
oriented. That try to find like-minded users or similar items 
on the basis of co-ratings, and predict based on ratings of the 
nearest neighbours [6], [7]. Latent factor models try to learn 
latent factors from the pattern of ratings using techniques like 
matrix factorization [1] and use the factors to compute the use 
fullness of items to users. CF has made great success and 
been proved to perform well in scenarios where user 
preferences are relatively static. 
     Recommender systems have become an important 
research area since the appearance of the first papers on 
collaborative filtering in the mid-1990s. There has been much 
work done both in the industry and academia on developing 
new approaches to recommender systems over the last 
decade. The interest in this area still remains high because it 
constitutes a problem-rich research area and because of the 
abundance of practical applications that help users to deal 
with information overloads and provide personalized 
recommendations, content, and services to them. Examples of 
such applications include recommending books, CDs, and 
other products at Amazon.com, movies by MovieLens, and 
news at VERSIFI Technologies (formerlyAdaptiveInfo.com). 
Moreover, some of the vendors have incorporated 
recommendation capabilities into their commerce servers. 
However, despite all of these advances, the current generation 
of recommender systems still requires further improvements 
to make recommendation methods more effective and 
applicable to an even broader range of real-life applications, 
including recommending vacations, certain types of financial 
services to investors, and products to purchase in a store 
made by a “smart” shopping cart. These improvements 
include better methods for representing user behavior and the 
information about the items to be recommended, more 
advanced recommendation modeling methods, incorporation 
of various contextual information into the recommendation 
process, utilization of multicriteria ratings, development of 
less intrusive and more flexible recommendation methods 
that also rely on the measures that more effectively determine 
performance of recommender system. modern consumers are 
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inundated with choices. Electronic retailers and content 
providers offer a huge selection of products, with 
unprecedented opportunities to meet a variety of special 
needs and tastes. Matching  consumers with the most 
appropriate products is key to enhancing user satisfaction and 
loyalty. Therefore, more retailers have become interested in 
recommender systems, which analyze patterns of user interest 
in products to provide personalized recommendations that 
suit a user’s taste. Because good personalized 
recommendations can add another dimension to the user 
experience, e-commerce leaders like Amazon.com and 
Netflix have made recommender systems a salient part of 
their websites 
   Purpose of this paper The system will mainly focus on 
better recommendation by considering rating of item by 
applying recommendation algorithm after that it will provide 
relevant item and  the feedback of various user on that 
relevant item is consider again as a input to the 
recommendation algorithm and after that by applying item-
based algorithm recommendation will be provide   feedback 
will improve the result of recommendation 
 

2. RELATED WORK 
    Y.Koren [2] proposed an algorithm to isolate transient 
noise in data using temporal dynamics to help 
recommendation.  This method help to make progress in 
precision of dynamic recommendation having Disadvantage 
that decay functions cannot precisely describe the evolution 
of user preferences Y.Koren & R.Bell [1].In Matrix 
factorization techniques uses collaborative filtering 
Recommender systems rely on different types of input data, 
which are often placed in a matrix with one dimension 
representing users and the other dimension representing items 
of interest. The most convenient data is high-quality explicit 
feedback, which includes explicit input by users regarding 
their interest in products this technique having advantage that 
, accuracy superior to classical nearest-neighbour techniques. 
Three Recommendation methods are proposed by G. 
Adomavicius [3] that are Content Based, Collaborative 
recommendation, Hybrid recommendation Content-based 
recommendation systems analyze item descriptions to 
identify items that are of particular interest to the user. While  
collaborative recommendation is a method of making 
automatic predictions about the interests of a user by 
collecting preferences or taste information from many users 
& term hybrid recommender system is used here to describe 
any recommender system that combines multiple 
recommendation techniques together to produce its output 
better here This improves progress in recommendation as per 
the comparison in last decade But the recommendation is not 
so effective. K Yu [5] Probabilistic active learning method is 
used to solve problem of new user having  advantage  that  
PMCF allows extensions to the basic model on a sound 
probabilistic. h.Koichi [4] proposed a hybrid method of 
content based collaborative filtering it gives better result than 
single system 

3.PROBLEM DEFINITION 
    Recommendation techniques are very important in the 
fields of E-commerce and other Web-based services. One of 
the main difficulties is dynamically providing high-quality 
recommendation on sparse data. 
    In existing system a novel dynamic personalized 
recommendation algorithm is proposed, in which information 
contained in both ratings and profile contents are utilized by 
exploring latent relations between ratings, a set of dynamic 
features are designed to describe user preferences in multiple 
phases. In order to enable the algorithm to catch up with the 
changing of signals quickly and to be updated conveniently, a 
set of dynamic features are proposed  based on time series 
analysis (TSA) technique, and relevant ratings in each phase 
of interest are added up by applying TSA to describe users’ 
preferences and items reputations. and finally a 
recommendation is made by adaptively weighting the 
features. The above method’s results show that the proposed 
algorithm is effective with dynamic data and significantly 
outperforms previous algorithms. Although many fusion 
methods have been proposed to fuse various features, their 
predictions of user-item pairs are independent with each 
other. This means that only local features are utilized, while 
the global relational dependency is ignored. But the ratings of 
user-item pairs are correlated with each other. For example, 
similar items are assumed to have similar ratings. If only 
local features are considered, the predictions would depend 
on the observed user-item pairs only. Thus many user-item 
pairs for prediction would fail to find reliable information 
under the sparse data environment of recommender systems.  
    Here in above discussion  recommendation is based on 
rating only so some time recommendation that it provide is 
not so effective it can’t give a better result at every time, need 
to improve the technique of recommendation as it will 
provide a better recommendation result. 
 

4.PROPOSED SYSTEM 
   The system developed so far is capable of giving 
recommendation on a novel dynamic personalized 
recommendation algorithm, recommendation that it provide 
is not so effective it can’t give a better result at every time, 
need to improve the technique of recommendation as it will 
provide a better recommendation result. If relational features 
are considered, all the predictions would depend on each 
other besides the observed user-item pairs. Thus the 
information is richer, which would improve recommendation 
performance, especially when the data is sparse. 
   The system will mainly focus on better recommendation by 
considering rating of item by applying recommendation 
algorithm after that it will provide relevant item and the 
feedback of various user on that relevant item is consider 
again as a input to the recommendation algorithm and after 
that by applying item-based algorithm recommendation will 
be provide feedback will improve the result of 
recommendation. 
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Figure1-Architecture of proposed system 

4.1 Item Based Algorithm- 
    The primary motivation behind these algorithms is the fact 
that a customer is more likely to purchase items that are 
similar to the items that he/she has already purchased in the 
past; thus, by analyzing historical purchasing information (as 
represented in the user–item matrix) we can automatically 
identify these sets of similar items and use them to form the 
top-N recommendations. 
   Here in this algorithm first determines the similarities 
between the various items and then uses them to identify the 
set of items to be recommended. The key steps in this class of 
algorithms are (i) the method used to compute the similarity 
between the items, and (ii) the method used to combine these 
similarities in order to compute the similarity between a 
basket of items and a candidate recommender item [6]. 
   One way of computing the similarity between two items is 
to treat each item as a vector in the space of customers and 
use the cosine between these vectors as a measure of 
similarity 

 

Figure2 - Item-Item Similarity 

5. EXPERIMENTAL EVALUATION

5.1 Movielen:- 
   MovieLens helps to find movies you will like. Rate movies 
to build a custom taste profile, then MovieLens recommend 
other movies for you to watch. GroupLens Research has 
collected and made available rating data sets from the 
MovieLens web site, The data sets were collected over various 
periods of time, depending on the size of the set[8]. 

   This data set contains 10000054 ratings and 95580 tags 
applied to 10681 movies by 71567 users of the online movie 
recommender service MovieLens. Users were selected at 
random for inclusion. All users selected had rated at least 20 
movies. Unlike previous MovieLens data sets, no 
demographic information is included. Each user is represented 
by an id, and no other information is provided. The data are 
contained in three files, movies.dat, ratings.dat and tags.dat. 
Also included are scripts for generating subsets of the data to 
support five-fold cross-validation of rating predictions.  

5.2 Evaluation- 
   The testing was performed on standard dataset that is 
Movielen of 100k. and the analysis part is part is perform 
various parameters like MAE (Mean absolute 
error),RMSE(root Mean Square error), Asymm (Asymmetric 
loss), HLU (Rank-based half-line utility), NDCG(Rank-based 
Normalized discounted cumulative gain), Kendall(Rank-
basedKendall’s),  Spear(Rank based Spear) 

5.3 Comparison Result 

Table 1-Result of comparison in between result with feedback 
and result without feedback 

Item 
name  

No.of 
usersvisited 

Positive and 
negative 
feedback 

Result 
without 
feedback 

Result 
with 
feed-back 

Tv 33 
30-Positive 
3-Negative 

 Tv 
Samsug tv 
LG tv 
Sony tv 

Tv 
LG tv 
Sony tv  

LG tv 30 
24-Positive 
6-Negative 

Sony tv 32 
28-Positive 
4-Negative 

Samsung 
tv 

36 
10-Positive 
28-Negative 

As in table 1 there are two results, result without feedback and 
result with feedback in which Samsung tv having more 
negative feedback so in result it shows recommendation by 
removing Samsung tv from a list 

   Average Precision calculated and following graph is plotted 
in which analysis done with the various previous algorithms 
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Figure 3 -Average Pricision 

   As per a proposed system there is new system i.e hybrid 
approach which is a combination of user based and item 
based system so after  comparing previously used algorithm 
with the hybrid approach by calculating average precision for 
each system and they are compare so as per figure here the 
hybrid approach shows highest percentage in comparison of 
the various recommendation system. 

6. CONCLUSION AND FUTURE SCOPE

    Here system presented the a group of recommendation 
item for user by using item based recommendation algorithm 
by finding out the similar users by Pearson similarity 
technique and the similar item is find out by cosine similarity 
technique and the group of recommendation item is display 
by more neighbouring ratings through each attribute in user 
and item profiles  and Recommendation  are display on the 
basis of rating and feedback. Analysis has been made on the 
standard dataset MovieLens 100k and data set created 
manually in which 10 users are present, 20 numbers of items 
are present and there are 1000 entry of item with various user 
with rating. 
   Here the Proposed system is tested for only positive and 
negative feedback of user it will be tested for all positive type 
and all negative types of feedback category in future 
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